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a b s t r a c t

We report on the possibility to perform HDC in micropillar array columns and the potential advantages
of such a system. The HDC performance of a pillar array column with pillar diameter = 5 �m and an inter-
pillar distance of 2.5 �m has been characterized using both a low MW tracer (FITC) and differently sized
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polystyrene bead samples (100, 200 and 500 nm). The reduced plate height curves that were obtained
for the different investigated markers all overlapped very well, and attained a minimum value of about
hmin = 0.3 (reduction based on the pillar diameter), corresponding to 1.6 �m in absolute value and giving
good prospects for high efficiency separations. The obtained reduced retention time values were in fair
agreement with that predicted by the Di Marzio and Guttman model for a flow between flat plates, using

istanc
icroparticles
icropillar array column

the minimal interpillar d

. Introduction

The search for a method that allows a fast and reliable size-
ependent separation or characterization of cells, macromolecules
nd particles remains one of the greatest challenges in today’s
nalytical chemistry. As one of the essential tools in biochemical,
iomedical, environmental and industrial applications, this topic
as been extensively studied over the last decades resulting in the
evelopment of a wide range of techniques. Classical techniques

ike filtration, centrifugation or sedimentation can be used to sep-
rate large analytes. However, when the analytes become smaller
r the difference in size becomes smaller, these techniques tend
o fail and other techniques which have a higher resolution are
ecommended.

Next to conventional methods such as size exclusion chro-
atography (SEC), gel permeation chromatography (GPC) and field

ow fractionation (FFF), the concept of hydrodynamic chromatog-
aphy (HDC) has been proposed in the 1970s as an alternative
ethod to separate analytes based on their size [1]. HDC has the

otential to provide a faster and more efficient analysis than SEC
nd GPC, as its speed is not limited by the slow mass transfer process

hich takes place in the porous particles [2,3]. Because HDC can be
erformed in any desirable carrier fluid, biological activity of sam-
les can be maintained and consumption of often toxic solvents can
e omitted. The HDC principle relies on the size-dependent exclu-

∗ Corresponding author. Tel.: +32 26293251; fax: +32 26293248.
E-mail address: gedesmet@vub.ac.be (G. Desmet).

021-9673/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
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e as characteristic interplate distance.
© 2010 Elsevier B.V. All rights reserved.

sion from the wall-region in channels which have a Poiseuille-like
flow [4]. Due to steric hindrance, large analytes cannot access the
low fluid velocity regions near the channel wall, resulting in a larger
average velocity as compared to smaller analytes which can access
these regions (Fig. 1a and b). Therefore, HDC has the same elution
order as seen in GPC, SEC or the steric mode of FFF, with the large
analytes eluting first, followed by the smaller ones. FFF is based on
the same hydrodynamic principle, but an additional field can be
applied in order to obtain a higher resolution [5]. The large family
of FFF techniques includes sedimentation, flow, thermal, electri-
cal and other types of FFF which have all been successfully applied
for the size characterization of large sized analytes. Although these
techniques generally have a higher selectivity as compared to HDC,
they are often complicated in handling and manufacturing, limited
in choice of carrier fluid or require high electrical power consump-
tion [6–8]. However, HDC in packed-bed columns still has a very
poor efficiency as compared to the previously mentioned methods.
The high flow resistance of packed-bed columns urges the use of
large packing particles that have nonuniform flow-through pores,
which in turn have a very detrimental effect on the separation
efficiency.

The need for a technique that combines high selectivity and
resolution, low sample and solvent consumption and fast analysis
time has driven research towards the miniaturization of analyt-

ical separation methods [9,10]. The first miniaturization in the
field of HDC was done by substituting the packed columns by
an open tubular column (microcapillary). Besides significantly
improving the resolution, sample and solvent consumption can be
reduced drastically. Unfortunately, because of the limited injection

dx.doi.org/10.1016/j.chroma.2010.07.031
http://www.sciencedirect.com/science/journal/00219673
http://www.elsevier.com/locate/chroma
mailto:gedesmet@vub.ac.be
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ig. 1. Principle of HDC in a micropillar array. (a) In narrow channels with a lamina
ow fluid velocity regions near the wall, whereas smaller will. Therefore the larger o

olume and the small dimension of these microcapillaries, detec-
ion becomes tedious and very sensitive detection equipment is
eeded [11,12]. To overcome these limitations, an on-chip HDC
ystem was developed by Chmela et al. [13–15]. On this chip, the
hannel cross-section uniformity and well defined depth of 1 �m
uaranteed a good separation resolution, whereas the large chan-
el width could ensure an adequate injection volume. Although
he experimental performance for different fluorescent micropar-
icles and biopolymers was found to be sufficient for an HDC
eparation, it was still lower than what theory predicted. Visual-
zation of the fluorescent analyte bands in the channel revealed

characteristic deformed peak shape for all analytes. The defor-
ation of the peaks apparently originated from the existence of a

onuniform flow profile across the channel width. This could be
xplained as follows: due to mechanical and fabrication limita-
ions, the center of the channel has an increased thickness, resulting
n an increased flow speed in this region. Besides, the sidewall
nduced dispersion (sidewall effect) [16] can also be expected to
ontribute to the deformation of the peak shapes, but this effect
ould well be hidden in the extra dispersion caused by the former
ffect.

With the introduction of micropillar array columns in the field
f chromatography, it can be expected that even more perfor-
ant HDC separations will become possible. The advantages of

hese columns over classical packed-bed columns have already
een extensively described for the use of partition- and adsorption
hromatography [17–19], but this format is also very promising for
DC separations. Using advanced micromachining, micropillars up

o 30 �m high can be etched in a silicon wafer at a submicrom-
ter interpillar distance, and at the same time the channel depth
nd interpillar distance can be kept constant. Hence, the separa-
ion resolution can be maximized by keeping a small radial distance
etween the micropillars, while the depth and the width of the
hannel provide the possibility to increase the volumetric capac-
ty. Furthermore, the presence of the micropillars is believed to be
dvantageous for the separation efficiency in several ways. Since
he micropillars provide extra anchor points between the silicon
afer and the pyrex top plate, the channel depth will be constant

hrough the whole column. This eliminates the nonuniform flow
rofile observed in the on-chip HDC system of Chmela et al. Fur-
hermore, positioning the pillars at a certain distance (the so-called

magical”-wall distance) from the sidewall allows completely elim-
nating the sidewall effect as shown in the previous work of our
roup [20,21,16].

The present paper reports on an experimental study of the HDC
eparation properties of a silicon micropillar column.
, the flow velocity has a parabolic profile. Larger analytes are not able to access the
ill move faster. (b) Zoom-in of the interpillar region in (a).

2. Experimental

2.1. Channel fabrication

The pillar channel consisted of a 2.5 cm long, 2 mm wide and
12 �m deep channel filled with cylindrical pillars at an interpil-
lar distance of 2.5 �m. The pillars were equilaterally positioned
in respect to each other as it was patterned on a photolitho-
graphic mask. To fabricate the channels, a 100 mm diameter (100)
silicon wafer (p-type, 5–10 � cm resistivity) was first thermally
(dry) oxidized at 1100 ◦C until 200 nm silicon oxide was formed
(Amtech Tempress Omega Junior). Then, normal wavelength UV
photolithography (photoresist: Olin 907-12) was used to define the
pillar array. Subsequently, the exposed silicon oxide was dry etched
(Adixen AMS100DE), after which the resist was removed by oxygen
plasma and nitric acid. Another lithography step was then used to
define the inlet and outlet channels. The exposed silicon oxide was
then re-etched using a Bosch-type deep reactive ion etch (Adixen
AMS100SE) was used to make the inlet and outlet channels 60 �m
deep. After stripping the resist, another 12 �m was Bosch-etched
into the exposed silicon, leaving pillars of 12 �m height and supply
channels with a total depth of 72 �m. The channels were subse-
quently closed off by anodically bonding a 100 mm diameter Pyrex®

wafer (thickness 0.5 mm) to the silicon wafer (voltage ramped to
a maximum of 1000 V at 400 ◦C, on an EVG EV-501 wafer bonder).
Prior to this, through-holes were defined in the silicon wafer by
photolithography using a dry resist foil (Ordyl BF410).

2.2. System hardware and injection procedures

The injection procedure has been described previously and uses
an injection zone devoid of pillars preceding the actual pillar chan-
nel. This zone defines the injection volume and is connected with
the pillar array through a 10 �m wide supply channel followed by a
flow distributor region containing transversally oriented diamond
shaped pillars which distribute the liquid evenly across the actual
cylinder bed (Fig. 2). The size and shape of the band that enters
the pillar channel are respectively determined by the injection and
distributor zone as fully elaborated in Ref. [22]. A homemade setup
containing two pressurized vessels, each controlled by a pressure
controller (Bronckhorst, The Netherlands), was used to provide the

required pressure for the flow generation in a two-step injection
process. The stainless steel vessel containing the mobile phase was
coupled to a 0.2 �m pore size filter. The two different pressurized
vessels are needed to apply two different independent pressure set-
tings. The sample injection works best at low pressure and needs
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ig. 2. SEM pictures of the employed micropillar array channel. (a) Taken at the beg
onnection channel (2), the flow distributor (3) and a part of the actual cylindrical p
lled with diamond shaped pillars and the actual cylindrical pillar bed.

.5–3 bar, whereas the mobile phase flow needs a high pressure
anging from 5 to 50 bar. Wide capillaries (i.d. = 150 �m, Achrom,
elgium) were used for the connection between the pressurized
essels and the chip, so that the pressure readout of the pressure
ontrollers could be used as a measure of the pressure at the inlet of
he column. Using a homemade program written in C++, the pres-
ure controllers, the external valves (Rheodyne, IDEX, Germany),
s well as the translation stage could be simultaneously controlled
rom one central computer. Linear mobile phase velocities ranging
rom 0.0075 to 6 mm/s could be generated at working pressures of
espectively 1.5 and 45 bar.

For the detection of the fluorescent sample bands, an inverted
icroscope (IX71, Olympus, Belgium) equipped with a wide green

lter cube set was used. Illumination with a Hg-vapor lamp (U-
H100HGAPO, Olympus, Belgium) enabled excitation of fluorescein
sothiocyanate (FITC) and the microparticles at 505 nm and emis-
ion around 515 nm. The microscope was mounted on a breadboard
M-IG 23–2, Newport, The Netherlands), together with a linear dis-
lacement stage (M-TS100DC) and a speed controller (MM, 4006
ewport) used to displace the channels opposite to the move-
ent of the sample bands. The separations were visualized using

n air-cooled charge coupled device (CCD) fluorescence camera
ORCA-ER4742, Hamamatsu Photonics, Belgium) mounted on the
ideo adapter of the microscope. Video images were subsequently
nalyzed with the accompanying SimplePCI 6 software.

.3. Chemicals

The particles used as test analytes were fluorescently
abelled polystyrene latex microparticles (Carboxylate Modified
luospheres® YellowGreen Fluorescent) of nominal diameters
00, 200 and 500 nm, obtained from Molecular Probes (Leiden,
he Netherlands). As specified by the manufacturer, the 100 nm
icrospheres have a coefficient of variation (CV) of about 5%

s determined by electron microscopy, and the size uniformity
mproves as the size increases (CV down to 1%). FITC sodium
alt was obtained from Acros Organics (Geel, Belgium). A sodium
etraborate buffer (3 mM, pH 9.2) with addition of 0.5 g/l Triton X-
00 (Acros Organics, Geel, Belgium) is used in all experiments in
rder to prevent agglomeration of the particles. Solutions of FITC
1 × 10−5 M) and 100, 200 or 500 nm particles (each at a concen-
ration of 0.15% solids) were dissolved in the buffer and sonicated
uring 10 min before injection.
.4. Separation procedures

Mixtures of microparticles and FITC were injected at different
obile phase velocities to measure their retention coefficients and

heir band broadening. Before use, the channels were thoroughly
of the micropillar column showing a part of the injection zone (1), the 10 �m wide
ed (4) are shown. (b) A zoom-in of the transition zone between the flow distributor

flushed with the aqueous working buffer of pH 9.2 prior to injec-
tion. This was done to eliminate undesirable retention caused by
interaction with the silicon surface of the channel. In the neutral
pH area, adsorption of the negatively charged marker on the partly
oxidized silicon surface can occur. To measure the plate heights,
the analytes were injected individually and peak variances were
monitored at the beginning of the channel and at a given distance
downstream in the column. Peak variances were determined either
in space or in time, depending on the size of the analyte band. For
narrow peaks, the variances could be measured in space. Fluores-
cence intensity data taken from within a frame of 168 pixels wide
and 10 pixels high at the center of the channel were used to gen-
erate space-based chromatograms. On the other hand, when peak
widths exceeded the width of the recording frame, variances had
to be determined in time. A monitorline of 1 pixel wide and 10
pixels high at the center of the channel was used to generate time-
based chromatograms. Peak variances were calculated by applying
the method of moments on the chromatograms (Eqs. (6) and (7)).
Plate heights were subsequently determined using either Eq. (1)
(space-based chromatograms) or (2) (time-based chromatograms).

H = ��2
x

L
(1)

H = U2��2
t

L
(2)

wherein ��2
x is the difference between the space-based variance of

the peak at a position x = l and that at position x = 0 (bed entrance),
��2

t is the difference between the time-based variance of the peak
at these positions and U is the mean band velocity. To construct Van
Deemter curves, the plate heights were subsequently plotted as a
function of the mean mobile phase velocity.

The effective diffusion coefficients for FITC, 100 and 200 nm
microparticles in the aqueous buffer were measured by performing
so-called peak parking experiments [23–25]. In such an experi-
ment, the column flow is stopped as soon as a peak has reached
a given position in the column. Peak variances of the continuously
broadening arrested peak are subsequently monitored over a given
time interval. Effective diffusion coefficients can subsequently be
calculated using Eq. (3) [26].
��2
x = 2Deff�t (3)

wherein ��2
x is the difference between the space-based variance

of the arrested peak at different time intervals.
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Fig. 3. Plot of band variance as a function of the time for 3 different peak park-
ing experiments with FITC (the difference between the curves is due to difference
in applied injection volume). The slopes for the 3 curves are from top to bot-
tom 4.49 × 10−10, 4.53 × 10−10 and 4.45 × 10−10 m2/s with respectively R2 values of
0.9916, 0.9949 and 0.9933.

Table 1
Experimental and theoretical values for Deff of FITC, 100, 200 and 500 nm particles.

Deff

Experimenta,c Theoryb

FITC 2.25 × 10−10 ± 2.13 × 10−12

100 nm 2.36 × 10−12 ± 2.37 × 10−13 2.52 × 10−12

200 nm 1.04 × 10−12 ± 2.12 × 10−13 1.26 × 10−12

500 nm 5.09 × 10−13 ± 3.36 × 10−14 5.05 × 10−13

F
a
M

080 J. Op de Beeck et al. / J. Chrom

. Results and discussion

.1. Determination of Dmol and Deff

Effective diffusion coefficients (Deff) were determined for FITC,
00 and 200 nm particles by means of peak parking experiments.
ontinuously monitoring the bands with the CCD-camera allowed
o verify that the bands did not move during the peak parking, so
hat only diffusion contributed to the observed peak broadening.
ince the molecular diffusion coefficient for FITC has been calcu-
ated in earlier work [27], the obstruction factor � of the pillar
rray bed could be calculated according to Eq. (4). The value for
was found to be 0.588 ± 0.006. According to Computational Fluid
ynamics (CFD) simulations done in our group, a micropillar array
ith an external porosity ε of 0.4 can be expected to have a �

alue of 0.62 [28]. It is believed that this small discrepancy between
xperiment and theory can be attributed to the occurrence of some
eversible adsorption of the particles onto the channel walls, slow-
ng down the diffusion process.

eff = �Dmol (4)

n order to compare theoretical and experimental values for the
eff-values measured for the microparticles, Dmol-values for the
icroparticles were calculated using the Stokes–Einstein equation

nd multiplied by the �-factor found for FITC.

mol = kT

6��r
(5)

herein k is the Boltzmann constant, T is the absolute tempera-
ure in Kelvin, � is the viscosity and r is the radius of the particles.

ig. 3 shows the peak variances of 3 subsequent FITC injections as
function of the elapsed time. For small molecules like FITC, the
ata could be acquired in a relatively short period, while for larger
articles the variances had to be monitored during a longer period

n order to obtain representative results.

ig. 4. CCD-camera images of the injection and migration of a mixture of FITC and 100 nm p
fter the injection slit (a: at t = 0.278 s; b: t = 0.953 s). (c and d) Images recorded at a posi
obile phase = 3 mM sodium tetraborate, 0.5 g/l Triton X-100, pH 9.2. Mobile phase veloci
All diffusion coefficients are given in m2/s.
a Calculated using Eq. (3).
b Calculated using Eqs. (4) and (5).
c Mean ± SD, n = 3.
Table 1 lists the theoretical and experimental diffusion coeffi-
cients for FITC and the different microparticles. For the finite size
solid particles, the theoretical diffusion coefficient was calculated
from Eq. (5). It can be remarked that the experimental values for the

articles in the micropillar array. (a and b) Images recorded at a position immediately
tion 0.01 m downstream the injection slit (c: 100 nm particle band; d: FITC band).
ty = 1.4 mm/s. Mobile phase inlet pressure = 25 bar and sample inlet pressure = 2 bar.
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ffective diffusion coefficients are systematically lower than what
he theory predicts. Again, this deviation probably can be attributed
o the fact that the particles are likely to adsorb onto the pillar
urface, leading to lower values for Deff.

.2. Determination of relative retention times

An example of a typical separation experiment is shown in Fig. 4.
ixtures of FITC and microparticles were injected to investigate

he hydrodynamic separation performance of the micropillar array.
ithin seconds after the injection, the separation already becomes

pparent. Although the sample clearly enters the channel as a sin-
le fluorescent band (Fig. 4a) two distinct bands (the first being the
00 nm particles and the latter FITC) can already be observed in a
ideo frame taken some 0.6 s later at the same recording position
Fig. 4b). The faster elution of the 100 nm particles is in accordance
ith the HDC theory, where analytes with a larger hydrodynamic

adius experience a higher overall velocity and elute according to
heir size, with the largest eluting first. At a position 1 cm down-
tream in the channel, the distance between the bands had grown to
hat extent that visualization of both bands in one picture became
mpossible. Fig. 4c shows the 100 nm particle band, whereas Fig. 4d
hows the FITC band eluting about 1 s later. Moving the camera with
computer driven translation table allowed the precise monitoring
f the speed of the migrating bands throughout the whole column.

When a mixture containing all analytes was injected, the larger
articles obviously travelled at a higher mean velocity as com-
ared to the smaller ones. However, the bands showed substantial

verlapping, making quantitative analysis of these separations
mpossible. Hence, relative elution times were determined by
njecting each particle size separately with respect to FITC. But even
or these binary mixtures, a complete baseline separation could not
eadily be obtained, as can be seen in Fig. 5a. Whereas the FITC

ig. 6. CCD images of fluorescent 100 nm particle bands taken at respectively 1 and 4 m
68 pixels wide and 10 pixels high and the monitorline was 1 pixel wide and 10 pixels
hase = 3 mM sodium borate, 0.5 g/l Triton X-100, pH 9.2. Mobile phase velocity = 0.07 mm
Fig. 5. Intensity readouts generated from the source movie clip from which the
images in Fig. 4 were generated. (a) Chromatograms recorded at 0 and 1 cm down-
stream the column. (b) Close-up of the chromatogram recorded 1 cm downstream
the column, showing the result of the reconstruction approach described in the text.

bands very rapidly assumed a Gaussian distribution when travel-

ling through the column, time, the peak profiles of the particles did
not have a Gaussian distribution. This forced us to reconstruct a
small part of the peak to determine the residence time according
to the method of moments (Fig. 5b). For the reconstruction of the

m downstream the injection zone (a and b). The frame (shown in panel a) was
. Intensity readout as a function of space (c) and as a function of time (d). Mobile

/s. Mobile phase inlet pressure = 5 bar and sample inlet pressure = 2 bar.
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Table 2
Relative retention measured 1 cm downstream the injection zone.

	

Experimental Theory

Particles
100 nm 0.951 ± 0.003 0.96
200 nm 0.925 ± 0.004 0.93
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500 nm 0.905 ± 0.004 0.86

values were determined in relation to FITC; mean values ± SD; n = 3; measured at
ifferent mobile phase velocities.

eaks, a Gauss function was fitted through the baseline and the apex
f the FITC peak. After this reconstruction, a separate peak profile
s obtained for the FITC and the particles. The latter peak could
ubsequently be integrated using the method of moments. It is
elieved the peaks are reconstructed without significantly affecting
heir width. The elution time at which the mean of the peak passes
he monitorline was then obtained by dividing the first statistical

oment m1 by the zeroeth moment m0 (Eqs. (6) and (7)). Residence
imes for the peaks in Fig. 5b were t = 10.97 s for the 100 nm particles
nd 11.31 s for FITC. The relative retention factor 	 calculated from
his data is hence (10.97 s − 4.57 s)/(11.31 s − 4.57 s) = 0.95. The sec-
nd moment m2 is calculated in order to determine the variance of
he peaks (Eq. (8)).

0 =
+∞∫

0

I dt (6)

1 = 1
m0

+∞∫

0

tI dt (7)

2 =
+∞∫

0

(t − m1)2I dt (8)

Table 2 shows the experimental values for the relative retention
ime of the different microparticles as compared to FITC. The lin-
ar velocity of FITC bands was used as a measure of mobile phase
elocity because the homemade setup did not allow precise moni-
oring of the flow through the columns. The retention behaviour of

icroparticles in the case of flat-rectangular channels can be accu-
ately described by the model developed by Di Marzio and Guttman
or a system of plane parallel plates [4]. In this model, the relative
etention time depends solely on the relative size of the analyte
ith respect to the flow channel (Eq. (9)). Even though this model
oes not account for additional effects occurring when spherical
articles move through the pillar bed array (Hydrodynamic inter-
ction, tubular pinch) [29,30], the theoretical predictions according
o this model seem to be fairly in accordance with the experimen-
al values obtained in the present study. In this case we used the
ctual interpillar distance (2.5 �m) as the size of the flow channel in
he definition of 
 (
 = dparticle/dinterpillar) In reality the flow-through
hannels are larger, resulting in a smaller value for 
 and thus a
lightly altered theoretical value for 	.

= (1 + 
 − 
2)
−1

(9)

.3. Determination of plate heights as a function of u
In order to measure experimental plate height values, peak
ariances were monitored either in space or in time. We demon-
trate this in Fig. 6. The peak variances were 1.10 × 10−8 and
.34 × 10−8 m2 at 1 and 4 mm respectively when measuring in
pace and 1.81 and 5.38 s2 when measuring in time. Theoretical
Fig. 7. Superposition of the normal (a) and the reduced (b) Van Deemter curves of
FITC (�), 100 nm (�), 200 nm (+) and 500 nm (©) fluorescent microspheres. The full
line represents the best fitted curve according to the reduced Van Deemter equation
(Eq. (12)) (A = 0.09, B = 1.13, C = 0.01).

plate heights of 7.35 and 7.13 �m respectively were obtained. The
small discrepancy between both values is probably due to small
peak fitting errors, as the peaks are not perfectly symmetrical.

To characterize band broadening properties of the pillar array
used in the present study, a Van Deemter curve was first established
for FITC (Fig. 7). Minimal plate heights in the order of 1.6 �m were
obtained, which is in accordance with earlier non-retained species
experiments conducted in pillar array columns [17,19,20]. In the
same graph we present the Van Deemter curves for the different
microparticles. The measured minimal plate heights of FITC and
the 100 nm particles have the same order of magnitude (i.e. around
1.6 �m). As the optimal mobile phase velocity was not reached for
the 200 and 500 nm particles, the minimal plate height value could
not be reached. As theoretically expected, the minima shift towards
smaller mobile phase velocities as the size of the particles increases.
Using the effective diffusion coefficients for the different analytes
and the pillar diameter, plate heights and mobile phase velocities
can be made dimensionless (Eqs. (10) and (11)).

� = Ud

Dmol
(10)

h = H

d
(11)

h = A + B

�
+ C� (12)
As seen in Fig. 7b, experimental Van Deemter curves for the dif-
ferent analytes more or less follow a similar course when reduced,
with minimal plate heights around 0.3. The experimental values
were fitted to the Van Deemter equation (Eq. (12)) and the result
is represented by the whole line in the graph (fitting parameters
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ig. 8. Time-resolved chromatograms of a mixture of 100 and 500 nm microparticle
olumn.

re given in the capture to Fig. 7). Striking to note is the extremely
mall C-term constant (C = 0.01, i.e. much smaller than in a random
acked-bed column, where usually C = 0.05–0.1) [31]. Also the A-
erm constant is extremely low (A = 0.09), reflecting the increased
rder, and hence the reduced Eddy-dispersion of a pillar array
olumn as compared to a packed-bed column, where typically
= 0.5–1. The fitting lines in Fig. 7a were derived from the same
quation using Eqs. (10) and (11) to back transform the data in the
, U-format.

.4. Some separation results

Because the minimal obtainable plate heights, retention coef-
cients and the column length are all known, the separation
esolution between the studied analytes can be calculated accord-
ng to Eq. (13). The minimum separation resolution needed before
wo components can be considered to be sufficiently separated, is
enerally agreed to be given by Rs = 1.5. As seen in the series of
reliminary separation experiments we conducted in the present
tudy, the pillar array used in this study does not confer suffi-
ient resolution to separate all 4 components. However, the column
ength needed to achieve significant resolution can be calculated
y combining Eqs. (2), (13) and (14), which results in Eq. (15). As
he maximum separation efficiency is achieved at different mobile
hase velocities for analytes of a different size, a compromise has
o be made regarding this velocity. The highest resolution can be
chieved at the mobile phase velocity for which the average of both
late heights is at its minimum. For the separation of 100, 200 and
00 nm particles, this velocity was found to be 8.5 �m/s. Theoretical
alculations confirmed our experimental findings that a 2.5 cm long
olumn was not long enough to separate 100 and 200 nm micropar-
icles. The minimal column length needed for this separation was
ound to be about 10 cm. When these calculations were made for
00 and 500 nm microparticles, the minimal column length needed
o achieve Rs = 1.5 was found to be about 3.9 cm. So again our col-
mn length appeared to be insufficient. Nonetheless, reasonable
eparations should already be possible in the 2.5 cm column length
e had at our disposition. To demonstrate this, a mixture of 100

nd 500 nm microparticles was monitored while travelling through
he column at a mobile phase velocity of 12 �m/s. Chromatograms
ere recorded at the beginning and the end of the column (Fig. 8).

s = t0�	

4�t
(13)

t = �x

U
=

√
HL

U
(14)

( )2

= 4Rs

�	
H (15)

In Fig. 8a, a chromatogram recorded at the beginning of the
olumn reveals one peak (�2

t = 9.3 s2) containing both types of par-
icles. As compared to chromatograms in Figs. 5 and 6, the course
ks are monitored at the beginning (x = 0 cm) (a) and at the end (x = 2.5 cm) (b) of the

of the curve is rather rough. This is due to the fact that 500 nm
particles are no longer seen as a continuous band (as the FITC and
the 100 and 200 nm particles). Instead, the particles appear as dis-
crete features. Fig. 8b shows a chromatogram recorded at the end
of the column, in which it is possible to distinguish between the
100 and 500 nm particles. Whereas the first size leads to a smooth
peak profile, the second size leads to a rather rough collection of
discrete points. At a mobile phase speed of 12 �m/s, plate heights
as low as 1.8 and 3.3 �m could be obtained for respectively the
100 and the 500 nm particles (smooth peak, �2

s = 320.2 s2) Even
though the separation is already apparent in the chromatograms,
a complete separation resolution has not yet been reached for this
separation. An average plate height of 2.6 �m and a selectivity of
0.046 can be expected to result in a separation resolution of only
1.1 at 2.5 cm.

4. Conclusions

Testing the HDC separation properties of a micropillar array
column, the experimental selectivity (expressed in term of 	 as a
function of 
) for hydrodynamic separations was found to be more
or less similar to the on-chip HDC system of Chmela et al. [13] and
to that obtained in a recent study where hydrodynamic chromatog-
raphy of silica colloids was performed on packed-bed columns
[32]. However, the minimal obtainable reduced plate height for
the micropillar array was much lower than 1 (h = 0.3), so that
the micropillar array format can be considered promising for the
implementation of hydrodynamic chromatography. A next series
of experiments is now planned using chips with longer channels to
achieve better resolution of the band.

Nomenclature

A constant in Eq. (12) for Eddy diffusion (/)
B constant in Eq. (12) for longitudinal diffusion (/)
C constant in Eq. (12) for mass transfer resistance (/)
d pillar diameter (m)
Deff effective diffusion coefficient (m2/s)
Dmol molecular diffusion coefficient (m2/s)
h reduced height equivalent of a theoretical plate (/)
H height equivalent of a theoretical plate (m)
I fluorescence intensity (arbitrary units)
k Bolzmann constant (J/K)
L column length (m)
m0 zeroeth statistical moment (s)

m1 first statistical moment (s2)
m2 second statistical moment (s3)
Rs resolution (/)
r sphere radius (m)
T absolute temperature (K)
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0 residence time of unretained marker (FITC) (s)
mobile phase linear velocity (m/s)

reek letters
obstruction factor (/)
interstitial porosity (/)
dynamic mobile phase viscosity (kg/(m s))
relative analyte size (/)
reduced mobile phase linear velocity (/)

2
t variance in t direction of the concentration peak (s2)
2
x variance in x direction of the concentration peak (m2)

relative retention time (/)
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